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We use Monte Carlo simulations of hard Gaussian overlapsHGOd particles symmetrically confined in slab
geometry to investigate the role of particle-substrate interactions on liquid crystalline anchoring. Despite the
restriction here to purely steric interactions and smooth substrates, a range of behaviors are captured, including
tilted anchoring and homeotropic-planar bistability. These macroscopic behaviors are all achieved through
appropriate tuning of the microscopics of the HGO-substrate interaction, based upon nonadditive descriptions
for the HGO-substrate shape parameter.

DOI: 10.1103/PhysRevE.71.021705 PACS numberssd: 61.30.2v, 64.70.Md, 61.30.Cz, 68.08.2p

I. INTRODUCTION

The termsurface anchoringrefers to the means by which
a preferred orientationsor set of orientationsd is imposed on
a liquid crystal by a confining substratef1g. The mechanisms
underlying surface anchoring are fundamental to the opera-
tion of virtually all liquid crystal display cells, since the
field-off states utilized in such devices are usually surface
aligned f2,3g. Indeed, surface anchoring is particularly im-
portant in the latest generation of bistable devicesf4–6g in
which the display cells possess two optically distinct surface-
stabilized arrangements.

Experimental studies of liquid crystal anchoringssee
Jérômef1g for a reviewd have identified three classes of
alignment characterized bya, the angle between the average
director tilt and the substrate normal. These alignments are
homeotropic, tilted, and planar with, respectively,a=0, 0
,a,p /2, and a=p /2. The anchoring properties of ad-
sorbed liquid crystalline systems have also been the subject
of several theoretical investigations performed, in the main,
using mean fieldf7,8g and density functionalf9–11g ap-
proaches.

Despite this range of previous studies, molecular-level un-
derstanding of the mechanisms driving anchoring remains
limited and the methods used to control surface anchoring in
current devices are largely empirical. For instance, it has
long been known that rubbed substrates can be used to create
planar surface alignmentf12g, but the mechanisms underly-
ing this result have been the subject of an extended debate
f13g. If the surface is a polymer film, soft rubbing has the
effect of aligning the polymer chains in the rubbing direc-
tion. This, in turn, aligns the liquid crystal molecules thus
highlighting a chemical mechanism coupling the nematic di-
rector in the interfacial region with the polymer chain orien-
tation f14,15g. If, however, the substrate is scratched by the
rubbing, creating a grooved surface, it has been argued that a
steric mechanism can generate the same effectf16g.

While treatments such as substrate rubbing offer surface
pretilt and azimuthal control over the anchoring direction,
they do not represent the only routes to controllable liquid
crystal alignment. This has been illustrated by a series of
computer simulation studies performed over the last decade,
which have given direct insight into the relationship between

molecular adsorption and liquid crystal anchoring. The most
common arrangement found in such studies is planar anchor-
ing; this has been found at flat substrates for hard-particle
f17–20g, Gay-Bernef21g, and all-atomf22g modelssthough
note that planar alignment of the adsorbed molecules does
not always result in planar anchoringf23gd. Homeotropic an-
choring has been achieved using hard-particle systems em-
ploying nonadditive wall-particle interactions at perfectly flat
walls f11,19,20,24,25g and full interactions at walls with
tethered flexible chainsf25–27g and rigid rodsf28g. While
homeotropic anchoring has been seen in simulations of Gay-
Berne particles confined by smooth substratesf21g, and
could certainly be forced using the well-depth anisotropy
tuning approach employed in Ref.f29g, the majority of such
systems have yielded tilted alignmentsf30–33g. Up to now,
the tilt observed in these systems has been ascribed to com-
petition between the particle-particle and particle-wall attrac-
tive interactions. However, by investigating the equivalent
hard-particle system, we show here that this tilt actually has
an entropicorigin. Tilted anchoring in hard-particle systems
has previously been seen only when the substrates have been
made rough through the tethering of chainsf25–27g or rods
f28g.

In this study we extend previous workf20g on the anchor-
ing behavior of generic hard-particle liquid crystal models by
studying the effect of changing the particle-substrate contact
function. Specifically, we use Monte Carlo simulations to
study the anchoring behavior of hard Gaussian overlap
sHGOd particles confined in a slab geometry using two
particle-surface potentials—the HGO-sphere and HGO-
surface potentials. As well as investigating the intrinsic an-
choring properties of these two surfaces, we study their be-
haviors for varying degrees of substrate penetrability, in
order to identify the conditions under which the stable an-
choring condition changes. This is done with the aim of de-
veloping and characterizing a surface potential capable of
exhibiting both homeotropic and planar anchoring align-
ments, i.e., bistable anchoring. A narrow region of bistability
was identified in our previous work based on the simple hard
needle-wallsHNWd surface potentialf20g and found to be
explained by the nonadditive nature of this potential.

The remainder of this paper is organized as follows: in
Sec. II we describe the HGO-sphere potential and the phase
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behavior it induces. Following this, in Sec. III we show
equivalent work performed with the HGO-surface model. Fi-
nally, in Sec. IV, we present a discussion and the conclusions
deduced from this work and propose some directions for fu-
ture work.

II. HGO-SPHERE SURFACE POTENTIAL

In this section, surface induced structural changes are
studied using Monte Carlo simulations of rod-shaped par-
ticles that interact with one another through the HGO poten-
tial f34g and with the confining substrates via the HGO-
sphere potential. The HGO model is a steric model in which
the contact distance is the shape parameter determined by
Berne and Pechukasf35g when they considered the overlap
of two ellipsoidal Gaussians. Thus the interaction potential
VHGO between two particlesi and j with respective orienta-
tions ûi andû j and intermolecular vectorr i j =r ij r̂ i j is defined
as

VHGO = H0 if r ij ù ssûi,û j, r̂ i jd
` if r ij , ssûi,û j, r̂ i jd

, s1d

wheressûi ,û j , r̂ i jd is the contact distance, or shape param-
eter,

ssûi,û j, r̂ i jd = s0H1 −
1

2
xF sr̂ i j · ûi + r̂ i j · û jd2

1 + xsûi · û jd

+
sr̂ i j · ûi − r̂ i j · û jd2

1 − xsûi · û jd
GJ−1/2

. s2d

Heres0, the particle width, sets the unit of distance for this
model and the shape anisotropy parameterx=sk2−1d / sk2

+1d, wherek=s, /s0, is the particle length to breadth ratio.
The HGO model is the hard-particle equivalent of the

much-studied Gay-Berne modelf36g. The phase behavior of
the HGO model is density driven and fairly simple, compris-
ing only two noncrystalline phases; isotropic andsfor k*3d
nematic fluids at, respectively, low and high number densi-
ties r* . The isotropic-nematic phase-coexistence densities
have been located for various particle elongations in a series
of previous simulation studiesf37–39g; for the most com-
monly used elongation ofk=3, the isotropic-nematic transi-
tion occurs atr* <0.30 with a slight system size dependence.

Although the HGO model was originally derived using
geometrical considerations, an HGO particle cannot be rep-
resented by a fixed solid object. Rather, it is a mathematical
abstraction of the interaction surface between two nonspheri-
cal particlesf34g. For moderate elongations, however, the
properties of HGO particles are similar to those of an equiva-
lent hard ellipsoid of revolutionf34g. Simulation studiesf39g
have borne this out, showing that the equation of state of the
HGO fluid is qualitatively equivalent to, but consistently dis-
placed from, that of the hard ellipsoid fluid.

The shape parameterssûi ,û j , r̂ i jd given by Eq.s2d has too
low a symmetry to be appropriate for describing the interac-
tion between an HGO particle and a featureless, planar sub-
strate. However, a simple function with the appropriate sym-
metry is obtained in the limit that one of the particles is made

spherical. For a sphere of diameters j, the contact distance
for this interaction is given by Eq.s4d of Ref. f35g:

sHGO-spheresûi, r̂ i jd =Î s0
2 + s j

2

2f1 − xsui · r ij d2g
. s3d

In Refs.f30–33g, this contact function was used as the basis
for the particle-substrate interaction: the surface, as viewed
by any particle, was taken to be represented by a sphere
located in the surface plane but with the samex andy coor-
dinates as those of the particle. In this section, we adopt this
same HGO-sphere approximation for the particle-substrate
contact function. We also investigate the dependence of the
system’s anchoring on the penetrability of the substrate. This
is achieved by mediating the interaction between each par-
ticle and the substrate using a second “inner” particle of
breadths0 and lengths,8øs,. Thus, when the inner particle
is made short, the HGO becomes able to embed its ends into
the substrate. This results in an interaction

VHGO-sphere= H0 if uzi − z0u ù sw
HGO-spheresûid

` if uzi − z0u , sw
HGO-spheresûid

s4d

between particlei and a substrate located atz0, where

sw
HGO-spheresûid = s0Fs1 − xS cos2 uid−1/2 −

1

2
G s5d

is a rewriting of Eq.s3d in terms ofui, the particle zenithal
angle, subject to the impositions j =s0 and a shift of the
surface spheres by one particle radius so as to make the
substrate surface coincide withz0. xS=skS

2−1d / skS
2+1d, kS be-

ing the length to breadth ratioss,8 /s0d of the inner ellipsoid.
In the next subsections, the consequences of changing this
variable will be examined. Broadly, reducingkS, and so in-
creasing the degree of surface penetrability is expected to
stabilize the homeotropic arrangement. Indeed, previous
simulation studiesf11,20g have shown the homeotropic state
to be stable forkS=0. At the other limit, it is established that
hard rods at hard walls adopt planar alignmentf18g. And
between the two lies the possibility of substrate-induced tilt.

A. Simulation results

The surface induced structural changes obtained using the
HGO-sphere potential have been investigated by means of
Monte Carlo computer simulations in the canonical en-
semble. Systems ofN=1000 HGO particles with elongation
k=3 were confined in a slab geometry with fixed wall sepa-
ration Lz=4ks0, the walls being situated atz0= ±Lz/2 and
symmetric anchoring conditions imposed. Periodic boundary
conditions were applied in thex andy directions. At the time
of the computation, one individual run of half a million
sweeps represented about 30 h of computation time on a
Compaq dec alpha workstation. With more recent processors
sintel pentium IV with 3.0-GHz clock speedd this can be
reduced to 5 h bringing the total time to compute an anchor-
ing map down to 300 h of CPU time. The relatively modest
system size ofN=1000 has been used here in order to enable
a comprehensive mapping of the relevant phase space to be
achieved. From De Miguel’s study of system size effects in
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three dimensionals3Dd bulk systems of Gay-Berne particles
f40g, it is apparent that anyN dependence of bulk behavior
should be negligible forNùOs103d. This conclusion does
not transfer automatically to confined systems, however,
since the surface extrapolation lengths can become compa-
rable with the substrate-substrate separationf41g. For the
systems studied here, in which the surface conditions were
symmetrical, we have found that doubling the slab thickness
si.e., running withN=2000 particlesd does not have a signifi-
cant effect on the anchoring behavior observed. However, in
equivalent simulations of hybrid anchored systems, in which
the two surface extrapolation length regions can promote
competing effects, we have found that the slab thickness be-
comes a significant simulation parameter; this is described in
detail elsewheref42g. Sequences of simulations were per-
formed at constant number densityr* and decreasingkS for
several values ofr* ; from these simulations, the surface in-
duced structural changes were studied through computation
of profiles for the number densityr,

*szd, orientational order
with respect to the substrate normal,Qzzszd, and slice aver-
aged orientational order,kP2szdl. Full descriptions relating to
the computation of these observables are given elsewhere
f20,31g.

In Figs. 1 and 2, we show typical observable profiles ob-
tained at isotropic and nematic densities for systems with
kS/k=0 andkS/k=1.0, respectively. At low density, the sys-

tem with kS/k=0.0 shows strong surface adsorption peaks
adjacent to each substrate with high orientational order per-
pendicular to the surfaces. As expected, the central 50% of
the system is orientationally isotropic. At the nematic den-
sity, however, the positiveQzzszd profile values effectively
replicate those obtained forkP2szdl, indicating uniform ho-
meotropic anchoring. Furthermore, the peak separations of
about s, in the correspondingr,

*szd profiles indicate
substrate-templated pseudosmectic layering of the type ex-
hibited by other homeotropic systemsf20,31g. The equiva-
lent profiles obtained from thekS/k=1.0 system indicate
very different behavior, however. At low densities, the sur-
face density peaks are shifted away from the substrates, and
no structure is apparent inr,

*szd apart from these first-
monolayer features. Additionally, this system has low order
parameter throughout, with very little surface enhancement
compared with that shown by the homeotropic system. On
compression to a nematic density, ther,

*szd profile gains sec-
ondary peaks at each substrate, but the observed peak-peak
separation distance is not appropriate for either homeotropic
or planar anchoring states. Additionally, while thekP2szdl
profile clearly indicates a well ordered nematic film at this
density, the central region of the correspondingQzzszd profile
adopts near-zero values. These features suggest a tilted ar-
rangement, as is confirmed by the configuration snapshot,
Fig. 3sbd, generated for this system atr* =0.35.

FIG. 1. sColor onlined Typical z profiles for confined systems of
HGO particles withk=3.0 andkS/k=0.0 using the HGO-sphere
potential. These data are extracted from simulation series with de-
creasingkS.

FIG. 2. sColor onlined Typical z profiles for confined systems of
HGO particles withk=3.0 andkS/k=1.0 using the HGO-sphere
potential. These data are extracted from simulation series with de-
creasingkS.
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The crossover from homeotropic to tilted anchoring has
been studied further through extensive simulations per-
formed over ther* ,kS/k phase space. These are summarized
in the surface and bulk-region anchoring maps shown in
Figs. 4sad and 4sbd, respectively, and calculated following the
method given in Ref.f20g. These maps show the contours of
Qzzsr* ,kS/kd, the density-profile-weighted average ofQzzszd
in the interfacial and bulk regions of the cell. The difference
between the computation of these profiles and those of Ref.
f20g lies in the convention adopted to define the location of
the boundary between the interfacial and bulk regions of the
cell. Here, the interfacial region was taken to extend from the
substrate to the second local maximum inr,

*szd regardless of
the surface arrangement. These maps indicate a transition
between homeotropic and tilted anchoring states atkS/k
.0.5, but this crossover is less sharp than the homeotropic-
planar anchoring transition observed with the HNW surface
model f20g. Indeed, profiles obtained from simulation series
performed at constant density but either increasing or de-
creasingkS show negligible differences, indicating that the
HGO-sphere model does not exhibit bistability fork=3.

B. Origin of the tilt

To examine the basis of the tilted anchoring identified in
the previous subsection, we now assess the geometrical prop-
erties of the HGO-sphere surface interaction model. As is
shown in Appendix A, for an ellipsoid of elongationk and
tilt u whose closest surface-intersection point lies a distance
d from the ellipsoid centerVabssk,ud, the ellipsoid volume
absorbed into the surface is given by

Vabssk,d,ud =
kp

3
S1

2
−

d

sk2 cos2 u + sin2 ud1/2D2

3S1 +
d

sk2 cos2 u + sin2 ud1/2D . s6d

Approximating this ellipsoid with the HGOs used in the
simulations andd with sw

HGO-spheresûid of Eq. s5d, we obtain
an expression forVabssk,kS,ud. Settingk=3, we present in
Fig. 5 a graphical representation ofVabsskS,ud, the absorbed
particle volume as a function of bothkS andu. For shortkS,
this adsorbed volume is maximal atu=0, corresponding to a

FIG. 3. sColor onlined Typical configuration snapshots showing
the surface inducedsad homeotropicskS/k=0d and sbd tilted skS/k
=1.0d surface induced arrangements for confined systems ofN
=1000 HGO particles usingVHGO-spherefor surface interactions and
r* =0.35.

FIG. 4. Anchoring maps showing the evolution ofQzzsr* ,kS/kd
as obtained from series of simulations at constant density and de-
creasingkS and using the HGO-sphere potential.sad and sbd corre-
spond to the interfacial and bulk regions of the cell, respectively.
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homeotropic anchoring state. AskS approachesk, however, a
second maximum develops at intermediateu, which suggests
the stability of a tilted arrangement.

More insight into this result can be gained by comparing
the HGO-sphere shape parameter, Eq.s5d, with that of the
HNW potential, sw

HNW=0.5kS cosu. In the casekS=k, the
latter represents the distance between the substrate and the
particle’s center of mass when one of the particle’s ends is in
contact with the surface planef20g. sw

HGO-sphere, in contrast,
represents the distance at which the HGO particle interacts
with a sphere embedded within the substrate. The difference
between the two shape parameterssFig. 6d shows that, for
intermediate tilt angles,sw

HGO-spheredrops belowsw
HNW. At

these angles therefore the HGO-sphere surface potential al-
lows the particle ends to penetrate the surface plane. The
angles corresponding to this region of reducedsw

HGO-sphere

coincide with the maximum inVabsskS,ud and appear there-
fore to be associated with the tilt behavior.

The tilt angleutilt
max for which the absorbed volume of a

single particle is maximal can be calculated using Eq.s6d for
various values ofk andkS. For example, we showsFig. 7d the

surfaceVabssk,ud calculated in the full-particle limitkS=k.
For this case,utilt

maxskd has been obtained by computing the
contour ofsd/dud Vabssk,ud at level 0, from which we have
found thatutilt

max is constant at about 0.9 radianss,50°d for
kø10. This implies that a tilt angle of about 50° should be
adopted by fullsi.e.,kS=kd HGO particles adsorbed using the
HGO-sphere potential. Despite both the neglect of many-
body effects in this analysis and the geometrical approxima-
tions made, the predictionutilt

max,50° matches the simulation
results reasonably well. At the state pointr* =0.35 and
kS/k=1.0, for the z location wherer,

*szd is maximal, the
simulations giveQzz=0.209, which corresponds to an aver-
age tilt angle of 46.6°. Since surface packing of particles
increases with decrease in tilt angle, the single-particle pre-
diction for utilt

max can be expected to be an be an overestimate;
the tilt angle adopted in the simulations therefore appears to
represent a reasonable compromise.

The numerical and geometrical treatments described in
this section have shown that a tilted phase can be both pre-
dicted and obtained with a purely steric model. This sheds
light on the tilted phases obtained in Refs.f30–33g in simu-
lations of confined Gay-Berne systems; it now appears that
the tilts seen in these systems were simply the entropically
favored arrangements for the surface potential employed, and
werenot caused by competition between particle-particle and
particle-wall enthalpic contributions. The steric argument
presented here is also consistent with the change from tilted
to planar surface alignment observed when Wall and Cleaver
f21,31g simulated equivalent systems but with the molecular
elongation reduced fromk=3 to k=2; we now see that in the
latter case, the particles were simply too short to significantly
absorb at the surface and therefore adopted the planar state.
Evaluation ofVabssk=2,ud ssee Fig. 7d confirms this, show-
ing that for this elongation, the absorbed volume is virtually
independent of molecular orientation. In the light of this, it
seems reasonable to assume that a planar surface arrange-
ment would have been obtained in the simulations of Refs.
f30–33g, had the surfaces been represented by a lattice of
fixed spheres, as was done in Ref.f23g.

Thus we conclude that for the HGO-sphere surface poten-
tial, a previously unrecognized angle-dependent absorption

FIG. 5. sColor onlined Representation ofVabsskS,ud for the
HGO-sphere potential andk=3.

FIG. 6. sColor onlined Comparison betweensw
HNW ssolid lined

andsw
HGO-spheresdashed lined. The dotted line represents the differ-

ence between the twossw
HGO-sphere−sw

HNWd.

FIG. 7. sColor onlined Representation ofVabssk,ud for the HGO-
sphere potential andkS=k.
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of particles into the surface leads to the formation of tilted
phases, even for full particles. The anchoring behavior ob-
tained with this model is found to vary continuously with
kS/k, such that no bistability is found between the homeotro-
pic and tilted anchoring states. That said, varyingkS/k does
not appear to be the best route by which to control the an-
choring tilt angle: changing the surface-sphere radiusfs j in
Eq. s3dg is a more natural approach to adopt. In the next
section, we address the behavior induced by an alternative
potential for which no such absorption can occur, the aim
being to regain the standard homeotropic-planar anchoring
behavior obtained with the HNW potential.

III. HGO-SURFACE POTENTIAL

In this section, we consider the behavior of the HGO fluid
when confined by afull sbut structurelessd substrate using the
HGO-surface shape parameter derived in Appendix B, that
is,

sw
HGO-surface= s0SÎ1 − xS sin2 u

1 − xS
−

1

2
D . s7d

With this potential, each HGO particle effectively interacts
with a planar continuum rather than a single sphere. Again a
shift of s0/2 has been introduced so as to displace the ma-
terial forming the substrate from the simulation box.

Before presenting the simulation results obtained for this
system, we first consider the surface absorption properties
expected for the modified shape parameters7d. Again, this is
done by using the shape parameter to calculateVabssk,kS,ud
the particle volume absorbed into the surface as a function of
its orientation and inner-particle extension. The results of this
calculation fork=3 are shown in Fig. 8. From this we see
that whenkS=0, Vabssk,kS,ud is maximal atu=0, indicating
a stable homeotropic state. ForkS=k=3, in contrast,
Vabssk,kS,ud is close to zero for allu, with only a small
maximum present atu=0. This maximum is, in fact, an
anomaly relating to the ellipsoidal approximation employed
in Appendix A; by design,sw

HGO-surfaceactually forbids any

particle adsorption into the substrate ifkS=k. For this system
therefore we expect to regain the planar base state previously
found for rod-shaped objects in contact with a hard flat sur-
face f18g.

From these calculations, it is apparent that the mechanism
driving any homeotropic-planar anchoring transition with the
HGO-surface potential must be qualitatively different from
that seen with the HNW potentialf20g. For the latter, the
stable anchoring state could be predicted by simply compar-
ing the particle volume that could be absorbed into the sur-
faces in the homeotropic and planar arrangements: the favor-
able state was always that which maximized the total
absorbed volume. In the case of the HGO-surface potential,
however, there isno absorption in the planar arrangement.
Here therefore the competition is between the higher orien-
tational entropy of the planar state and the volume adsorption
availablesfor kS,kd in the homeotropic state.

Simulation results

The anchoring behavior of the rod-surface potential has
been studied using Monte Carlo simulations broadly equiva-
lent to those presented in Sec. II A. All of the simulations
were performed in the canonical ensemble on systems ofN
=1000 HGO particles with elongationk=3, confined in slab
geometry with symmetric anchoring conditions. At each den-
sity investigated, two series of simulations were performed
with increasing and decreasingkS. The typicalz profiles for
this model are shown in Figs. 9 and 10 forkS=0.0 andkS
=k, respectively.

The results obtained forkS=0 are virtually indistinguish-
able from those found for the equivalent HGO-sphere system
srecall Fig. 1d, indicating, as expected, strong homeotropic
anchoring. This similarity between the profiles obtained with
the two kS=0 systems is explained by the observation that
for a.0, the interfacial geometry is equivalent for both po-
tentials used. No such similarity is apparent for the twokS
=k systems, however. Here, the HGO-surface system devel-
ops a multipeak density profile with peak separations ofs0,
and, at nematic densities, a central region with negative
Qzzszd values. As predicted therefore this system does indeed
adopt a planar state at high inner-particle elongation.

The full anchoring behavior of thisk=3 system, evaluated
as a function ofkS andr* , is indicated by the anchoring maps
shown in Fig. 11. As previously, these show contours of
Qzzsr* ,kS/kd, the density-profile-weighted averages ofQzzszd
in the interfacial and bulk regions. Again, in calculating
these, the surface region was taken to extend from the sub-
strate to the second maximum inr,

* , regardless of the surface
arrangement obtained. The anchoring maps computed for
simulation series performed with decreasing and increasing
kS are given in Figs. 11sad and 11sbd, respectively. Clear dif-
ferences are apparent from these two data sets, indicating
hysteresis in the anchoring behavior. This is quantified in the
accompanying bistability mapsfFigs. 11scdg obtained by
simply subtracting thesbd surfaces from their corresponding
sad surfaces. We note that the bistability indicated here cov-
ers a much wider range of both density andkS/k than that
obtained using the HNW potentialf20g, and is centered on
kS/k.0.75.

FIG. 8. sColor onlined Representation ofVabssks,ud for the
HGO-surface potential andk=3.
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IV. CONCLUSIONS

We have investigated, by means of Monte Carlo computer
simulation, the effect of the particle-substrate shape param-
eter sor contact functiond on the anchoring behavior of a
generic confined liquid crystal model. Essentially, by tuning
the degree and sense of the nonadditivity of this contact
function, we have been able to establish both a tilted anchor-
ing state and a strongly first-ordersi.e., bistabled planar to
homeotropic anchoring transition.

Nonadditivity has been incorporated into the systems
studied in two different ways. First, as was shown in Sec. II,
the HGO-sphere shape parameter has an intrinsic angle-
dependent nonadditivity; particles approaching the substrate
in either planar or homeotropic alignments “see” the full sur-
face, whereas particles approaching at intermediate angles
are allowed to partially absorb. For systems withkS<k, this
microscopic effect was found to control both the structure of
the fluid in the near-substrate regionand the macroscopic
anchoring orientation. The second use of nonadditivity in
this work centered onkS, the sdimensionlessd particle length
used to determine the particle-substrate interactions. By us-
ing kS as a model parameter, we have been able controllably
to introduce a homeotropic anchoring state into the simulated
systems, and continuously vary its relative stability. Given
that particle shape is the main determinant of structure in

most liquids, it should not, perhaps, be a great surprise that
the contact function used to define particle-substrate interac-
tions has had so dominant an effect here. That said, the utility
of this approach does not appear to be widely recognized.

While nonadditivity has been used here as a convenient
device with which to control model systems, we stress that
this approach does not represent an abstract concept with no
relevance to real systems. Indeed, for molecular systemssin
which intramolecular flexibility may be significantd adsorbed
at substrates with “soft” coatings, the relevance of a fully
additive generic model is arguable. For the specific models
used in this work, an experimental realization of reducing the
parameterkS would be to employ a substrate coating that
allows some penetration by the molecular endgroups, but
repels the central part of the molecule; for mesogens, which
commonly have submolecular units with significantly differ-
ent character, this is perfectly achievable behavior.

We have shown that the anchoring properties of generic
model mesogens adsorbed at perfectly flat walls can be con-
trolled by details of the mesogen-substrate interaction. More-
over, we have shown that the nature of the interfacial region
can depend markedly on the anchoring state. For example,
the depth at which the substrate profile ceases to be apparent
in the liquid structure depends strongly on the anchoring
orientation; since interfacial region structure underlies meso-
scopic descriptors such as anchoring coefficients and surface

FIG. 9. sColor onlined Typical z profiles for systems ofN
=1000 HGO particles withk=3.0 andkS/k=0.0 confined using the
HGO-surface potential. These data were obtained from a simulation
series performed with decreasingkS.

FIG. 10. sColor onlined Typical z profiles for systems ofN
=1000 HGO particles withk=3.0 andkS/k=1.0 confined using the
HGO-surface potential. These data were obtained from a simulation
series performed with decreasingkS.
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viscosities, a more detailed understanding of such differences
may offer a route to enhanced device control. Similarly, ori-
entational correlations parallel with and perpendicular to the
substrate can be expected to depend on the anchoring orien-
tation; the systems determined here therefore represent good
candidate systems with which to explore phenomena such as

nematic bridging in microconfined and/or colloid-bearing
mesogenic systems.

Finally, having achieved a microscopic model capable of
exhibiting anchoring bistability, we are now in a position to
examine the orientational behavior present in more complex
systems. These include other liquid crystal cell configura-

FIG. 11. Anchoring maps obtained from simulations ofN=1000k=3 HGO particles confined using the HGO-surface surface potential.
Diagrams on the left-hand side correspond to the interfacial region and those on the right-hand side correspond to the bulk region.
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tions, such as the bistable hybrid aligned nematic considered
by Davidson and Mottramf6g, and more exotic liquid crystal
models such the PHGO description of flexoelectric pear-
shaped particlesf43g.
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APPENDIX A: VOLUME OF AN ELLIPSOID ABSORBED
AT A PLANE

Here we consider the geometry of an ellipsoidal particle
close to a confining surface and interacting with it using an
arbitrary potential that allows partial absorption into the sub-
strate. The aim is to determine an expression forVabs, the
volume absorbed into the surface. To this end, we consider
the setups shown in Fig. 12. The result is first quoted for the
case of a sphere of radiusa: the volume of the illustrated
sphere which is absorbed into the surface is

Vs =
p

3
sa − d1d2s2a + d1d. sA1d

As indicated in the figure, this same solution can then be
transformed to the case of an ellipsoid of elongationk simply
by scaling space by a factork along the ellipsoid’s symmetry
axis ẑ, thus Vabs=kVs. What is required therefore is an ex-
pression forVs in terms of the ellipsoid’s co-ordinates.

The surface of an ellipsoid of semiaxesa,a,ka alongx̂ , ŷ,
and ẑ is given by

x2

a2 +
y2

a2 +
z2

k2a2 = 1. sA2d

Taking the ellipsoid tilt to be confined to thex̂-ẑ plane, the
distanced1 can be determined by considering the triangle
OA1B1 in that plane. The co-ordinates ofA1 andB1 are equal,

respectively, to those ofA and B rescaled by 1/k along ẑ.
Hence

A1 = SxA,0,
zA

k
D ,

B1 = SxB,0,
zB

k
D ,

and, from Pythagoras’ theorem,

d1 =Îa2 −
1

4
SsxA − xBd2 +

1

k2szA − zBd2D . sA3d

A andB, defined as the points where the ellipsoid intersects
the substrate, can be found by solving the simultaneous
equations

x2 + S z

k
D2

= a2, sA4d

x sin u = z cosu − d. sA5d

Combining these gives

z2sk2 cos2 u + sin2 ud − 2zk2d cosu + d2k2 − a2k2sin2 u = 0,

sA6d

the roots of which are

z=
dk2 cosu ± Îk2 sin2 ufa2sk2 cos2 u + sin2 ud − d2g

k2 cos2 u + sin2 u
.

sA7d

EquationsA3d can now be rewritten using

sxB − xAd2 =
cos2 u

sin2 u
szB − zAd2,

szB − zAd2 =
4k2 sin2 uf− d2 + a2sk2 cos2 u + sin2 udg

sk2 cos2 u + sin2 ud2

which, after full simplification, reduces to

d1 =
d

Îk2 cos2 u + sin2 u
. sA8d

Having obtained this expression ford1 purely in terms of the
ellipsoid co-ordinates, we insert it into Eq.sA1d and scale by
k to give the absorbed volume of the ellipsoid,

Vabssk,ud =
kp

3 Sa −
d

Îk2 cos2 u + sin2 u
D2

3S2a +
d

Îk2 cos2 u + sin2 u
D . sA9d

APPENDIX B: DETERMINATION OF THE ROD
SURFACE sw

HGO-surface

In this appendix, we give two routes to the rod-surface
shape parameter employed in Sec. III of this paper. The first

FIG. 12. sColor onlined Schematic representation of the geo-
metrical configuration considered in Appendix A to calculate the
absorbed volume of an ellipsoid at a planar substrate.
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approach adopted here is to take the Gaussian-overlapsGOd
rod-sphere interaction given by Berne and Pechukasf35g and
integrate the position of the sphere across thexy plane. The
result of this calculation is then compared with the generic
GO form to allow identification of a rod-surface shape pa-
rameterssud. In the second approach, this same result is
obtained by direct calculation of the minimum distance be-
tween a single GO particle and a sphere constrained to lie in
the surface plane.

As a starting point, we take Eq.s4d of Ref. f35g, the GO
interaction potential for two ellipsoidal particles:

Vsûi,û j,r i jd = «sûi,û jdexpF−
r ij

2

s2sûi,û j, r̂ i jd
G . sB1d

When one of the particles is made spherical, to give a rod-
sphere interaction, Berne and Pechukas tell us that the shape
parameter becomes

ssûi, r̂ i jd =Î s0
2 + s j

2

2f1 − xsûi · r̂ i jd2g
, sB2d

where

x =
s,

2 − s0
2

s,
2 + s j

2 . sB3d

On inserting Eq.sB2d into Eq. sB1d, the resultant interaction
between a rod and a sphere is

Vsûi,r i jd = «0 expF−
2r ij

2h1 − xsûi · r̂ i jd2j
s0

2 + s j
2 G . sB4d

With the aim of extending this to calculate a rod-surface
interaction, we take Eq.sB4d and integrate the sphere’s po-
sition over thexy plane. To do this, we define a co-ordinate
system such thatûi =ssin u ,0 ,cosud and r i j =sx,y,zd. With
these definitionssand redefining« to have units of energy per
unit aread, the double integral overVsûi ,r i jd becomes

Vsûi,zd = «0E E
xy-plane

expF−
2fx2 + y2 + z2 − xsx sin u + z cosud2g

s0
2 + s j

2 Gdxdy. sB5d

The y integral is a straightforward Gaussian, and thex inte-
gral is just a “complete the square” problem. Performing
these gives

Vsûi,zd = «0 expF−
2z2s1 − xd

ss0
2 + s j

2ds1 − x sin2 udG . sB6d

Comparing this with the generic GO formfi.e., Eq.sB1dg, we
can identifyssud with the square root of the terms dividing
z2 in the exponential term in Eq.sB6d. So, the final result is

ssud =Îss0
2 + s j

2ds1 − x sin2 ud
2s1 − xd

= s0Î1 − x sin2 u

s1 − xd
,

sB7d

where the second equality requires thesusuald imposition
s0=s j.

Interestingly, the resultsB7d obtained by integrating over
the Gaussian containing the rod-sphere shape parameter can
alternatively be obtained in a process involving differentia-
tion of that same rod-sphere shape parameter. To see this, we
consider a HGO particle located in the vicinity of a planar
interface and seek to calculate the distance between the in-

terface and the closest part of the rod. Taking the rod-sphere
shape parameter to define the shape of the rod as viewed by
the interface, what this then amounts to is identifying the
sphere, constrained to lie in the plane, whose location mini-
mizes the shape parameter calculation.

The r i j vector corresponding to this minimum can be
identified simply by differentiating an expression for the pro-
jection of r̂ i jssûi , r̂ i jd along the surface normal and setting it
to zero. For arbitraryr̂ i j , this projection is given by

szsûi, r̂ i jd = sr̂ i j · ẑdÎ s0
2 + s j

2

2f1 − xsûi · r̂ i jd2g
. sB8d

Writing r̂ i j =ssin f ,0 ,cosfd the turning points of Eq.sB8d
are given by

tansfmind =
x cosu sin u

1 − x sin2 u
. sB9d

This gives the orientation ofr̂ i j corresponding to the point on
the rod that is nearest to the surface. Using Eq.sB9d to sub-
stitute forf in Eq. sB8d and performing some trigonometri-
cal manipulation then gives an expression forssud which is
identical to that given by Eq.sB7d.
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